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! Author 

" João Moura Pires (jmp@fct.unl.pt), Carlos Viegas Damásio (cd@fct.unl.pt) and 

with contributions of José Júlio Alferes 

! This material can be freely used for personal or academic purposes without 

any previous authorization from the author, provided that this notice is 

maintained/kept. 

! For commercial purposes the use of any part of this material requires the 

previous authorization from the author.
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The (Big)Data Era

! The current Internet is estimated to hold 4.7 billion web pages (March 2016) 

! There are over 1.5 billion websites on the world wide web today. Of these, less 

than 200 million are active. 

! In 2014 the Internet it was estimated to have a capacity of 10^24 bytes, i.e. 1 000 

000 exabytes 

! Cisco estimates the traffic in 2016 to be around 1.1 zetabytes, and to double by 
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75% of websites 
today are not active

internetlivestats
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From where the DATA comes?
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Data producers

! Everything and everyone is producing data nowadays 

" Users in the Internet 

" Mobile users (mobile devices, photos/videos, tweets) 

" Science and researchers  

" Industries (plants, cars, connected devices) 

" Computers monitoring processes, and producing data 

" Sensors (e.g. IoT, remote sensors, satellites)
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Data producers by activity area
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Big Data Characteristics

! Volume

! Variety

! Velocity

! Variability 

! Veracity 
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Big data is high volume, high velocity, and/or 
high variety information assets that require new 

forms of processing to enable enhanced 
decision making, insight discovery and process 

optimization. 

[Gartner’s definition]

“Big Data is data that exceeds the processing 
capacity of conventional database systems. The 
data is too big, moves too fast, or does not fit 

the structures of your database architectures. To 
gain value from this data, you must choose an 
alternative way to process it”.  (Dumbill, 2013) 
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Big Data: Volume

! (Gandomi & Haider, 2015): 

" Volume is a characteristic which indicates the magnitude of data

" Data size is relative and varies according to the periodicity and the type of data. It is 

impractical to define a specific threshold for Big Data volume, as different types of data 

require different technologies to deal with it (e.g., tabular data and video data)

! (Krishnan, 2013): 

" Volume characterizes the amount of data that is continuously generated. 

! (Zikopoulos & Eaton, 2011): 

" The main cause for the ever increasing volume is the fact that we currently store 

all our interactions with the majority of services available in our world. 
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Big Data: Variety

! (Gandomi & Haider, 2015) - Data can be classified as: 

" structured (e.g., transactional data, spreadsheets, relational 

databases;

" semi-structured (e.g., web server logs and Extensible Markup 

Language - XML);

" unstructured (e.g., social media posts, audio, video, images);
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Big Data: Velocity

! (Gandomi & Haider, 2015) - Velocity, referring either to  

" the rate at which data is generated or  

" to the speed of analysis and decision support.  

! Data can be generated at different rates, ranging from 

batch to real-time (streaming)
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Big Data Characteristics
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The never ending story
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The 42 V's of Big Data and Data Science (Tom Shafer, April 1st 2017)

https://www.elderresearch.com/blog/42-v-of-big-data
https://www.elderresearch.com/blog/42-v-of-big-data
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The virtuous cycle of big data
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Big Data Impacts

! Digital footprint (produced anyways for free) 

! n = N (no sampling, but potential bias) 

! Data-fusion (unstructured and incomplete) 

! Real-time (dynamic) 

! Machine Learning (no need for theory) 

[What is Big Data]
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https://www.youtube.com/watch?v=XRVIh1h47sA&index=51&list=PLtjBSCvWCU3rNm46D3R85efM0hrzjuAIg


https://www.youtube.com/watch?v=XRVIh1h47sA
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Data Modeling

Database Systems Evolution
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Three database revolutions
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First database revolution
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• Mainframe computers
• Enforce Schema and access 

path
• Inflexible
• Record at a time 

processing
• Reporting written in 

procedural languages 
(COBOL)

IMS (IBM)
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Second database revolution
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Edgar F. Codd realized at the end of 1960s that 
existing database systems:

• Were hard to use
• Lacked a theoretical foundation
• Mixed logical and physical implementations

Codd, E. F. (1970). "A relational model of data 
for large shared data banks" (PDF). 
Communications of the ACM. 13 (6): 377–387. 
doi:10.1145/362384.362685.

http://www.seas.upenn.edu/~zives/03f/cis550/codd.pdf
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Data normalization
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Relational theory defines
• Tuples
• Relations
• Constraints
• Algebra (operations)

Data should be normalized
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Commercial database systems

! IBM started the development of a prototypical relational database system in 1974 

! Relational databases gained importance in the 1980s with the advent of 

minicomputers 

" First release of Oracle in 1979 

" Mid 1980s the benefits were clear, namely SQL for reporting 

and analytics 

" Gained the "Database Wars" by the end of the 1980s 

" In the 1990s client-server computing was introduced and fitted 

well with RDBMs
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Commercial database systems

! Three major characteristics of RDBMs: 

" Codd's relational model 

" SQL language 

" ACID transaction model 

− Atomic: The transaction is indivisible—either all the statements in the 
transaction are applied to the database or none are.  

− Consistent: The database remains in a consistent state before and after 
transaction execution. 

− Isolated: multiple transactions can be executed by one or more users 
simultaneously, one transaction should not see the effects of other in-
progress transactions. 

− Durable: changes are expected to persist

32

OLTP systems 
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Operational Systems (most - OLTP)

! OLTP – On Line Transaction Processing 

! Systems that support the running activities of the organization 

! Examples: 

! Point of sale in stores; 

! ATM and Bank operations 

! e-commerce (amazon, iTunes, etc) 

! Some characteristics: 

! Thousand of operations per second 

! Repeated operations dealing with small amounts of data (insert, update, remove) 

! Real Time
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DW and OLAP systems

! OLAP – On Line Analytical Processing 

! Systems that provide the users the necessary capabilities to analyze many and different 

aspects of organization activities and its performance. 

! Examples 

! How well certain product is selling in different regions? How well is the evolution in the 
market from its introduction? 

! Which are the top ten selling product in each region? and globally? 

! Some characteristics: 

! Small number of queries (per day), when compared  with OLTP systems 

! Large amount of data processed in each query, in order to obtain a small output.  

! It is hard to predict the queries and in general they are much more diverse, when compared  

with OLTP systems   

! Reading and processing data but no writing.

34

Multidimensional 
Design 
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Object oriented programming

! OO programming resulted in productivity gains in the IT sector 

! OO was a serious challenge to RDBMS due to representation mismatch of the 

models 

! OO is akin to network models 

! Could lead to performance problems… 
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Multiple SQL queries required
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Object oriented DBMS

! OODBMs did not succeed in the market 

! Big RDBMs vendors introduced these features in their products (that were 

rarely used) 

! This was a programmers' issue and introduced problems for the business 

data consumers 

! Compromise attained with Object Relational Mapping frameworks 

! RDBMs mastered the scene till mid 2000s 

! Complex Data Types: Spatial, XML, JSON 
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Third Database revolution

! Massive web-scale applications required new advancements in database 

technology 

" To represent and process search engine indexes: Hadoop, Elasticsearch 

" To handle massive online e-commerce (e.g. Amazon): DynamoDB 

" Cloud computing: AWS and DynamoDB 

" XML and JSON storage: document databases (e.g. CouchDB, MongoDB) 

! NoSQL databases: 

" Reject constraints of the relational model in particular strict consistency and schemas 

! NewSQL databases: 

" Enhanced or modified the fundamental principles: relational model or ACID transactions ( 

! BigData systems: Hadoop ecosystem, including Spark

38

The End of an Architectural Era (It’s Time for a Complete Rewrite) 

Distributed Non-Relational Database Management System” (DNRDBMS)

http://nms.csail.mit.edu/~stavros/pubs/hstore.pdf
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Modeling the data

! Relational databases most of the times are not appropriate for supporting big data applications because: 

" Huge amounts of data (volume) 

" High frequency generation (velocity) 

" The structure constantly evolving and changing, storing everything (variety) 

" Mash-up of data from different sources 

" Need to explore data links that often require joins 

" High-availability requirements of Web 2.0 

" Difficult to scale horizontally 

! Motivates the NoSQL movement: 

" "non SQL", "non relational" or "not only SQL"

39
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IDC’s “three platforms” model: three waves of DB Techs
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Brewer’s CAP theorem

! It is impossible for a distributed computer system to simultaneously provide 

all three of the following guarantees: 

" Consistency (every read receives the most recent write or an error) 

" Availability (every request receives a response, without guarantee that it 

contains the most recent version of the information) 

" Partition tolerance (the system continues to operate despite arbitrary 

partitioning due to network failures) 

! Since network failures are unavoidable one has to choose between 

consistency and availability. 

! The CAP theorem is for failures!

41
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Brewer’s CAP theorem
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http://blog.nahurst.com/visual-guide-to-nosql-systems

http://blog.nahurst.com/visual-guide-to-nosql-systems
http://blog.nahurst.com/visual-guide-to-nosql-systems
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Abadi’s PACELC theorem

! In order to guarantee availability under partitioning, one has to replicate data 

! As soon as a DBMS replicates data, a tradeoff between consistency and 

latency arises. But when replicating data over a WAN, there is no way around 

the consistency/latency tradeoff. 

! If there is a partition (P), how does the system trade off availability and 

consistency (A and C); else (E), when the system is running normally in the 

absence of partitions, how does the system trade off latency (L) and 

consistency (C)? 
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http://cs-www.cs.yale.edu/homes/dna/papers/abadi-pacelc.pdf
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Abadi’s PACELC theorem

! The default versions of Dynamo, Cassandra, and Riak are PA/EL systems: if a 

partition occurs, they give up consistency for availability, and under normal 

operation they give up consistency for lower latency.  

" Giving up both Cs in PACELC makes the design simpler; once a system is configured to 

handle inconsistencies, it makes sense to give up consistency for both availability and 

lower latency.  

! Fully ACID systems such as VoltDB/H-Store and Megastore are PC/EC: they refuse to 

give up consistency, and will pay the availability and latency costs to achieve it. 

BigTable and related systems such as HBase are also PC/EC. 
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Abadi’s PACELC theorem

! MongoDB can be classified as a PA/EC system. In the baseline case, the 

system guarantees reads and writes to be consistent.  

! PNUTS is a PC/EL system. In normal operation, it gives up consistency for 

latency; however, if a partition occurs, it trades availability for consistency. 
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ACID versus BASE

! Atomicity 

! Consistency 

! Isolation 

! Durability
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• Basically-Available
• Soft-state
• Eventual Consistency

Consistency

Availability
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Consistency Models
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Data Modeling

No SQL Quadrants
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NoSQL quadrants
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https://en.wikipedia.org/wiki/NoSQL

https://en.wikipedia.org/wiki/NoSQL


 DM Introduction - 

Key-value stores
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Amazon DynamoDB
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Column oriented
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Document Stores
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Graph databases
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Apache Jena
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Main lesson

There are no silver-bullet solutions, in most of the cases you will end with a 

RDBMs but occasionally not.  
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One Size doesn't fit all!!!
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Data Modeling

The Semantic Web Vision
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The World Wide Web

! The World Wide Web changed the ways knowledge and information are shared 

! From this point of view, the World Wide Web has been a success supported mostly 

in the existence of amazing search engines. 

! The uncontrolled exponential growth of the Web brought new challenges...
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http://news.netcraft.com/

http://news.netcraft.com
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Web 1.0 and 2.0 jargon

! Web 1.0 

" A huge portal of documents, in which information can be retrieved 

" Directories 

" Too static and read-only 

! Web 2.0 

" The social web 

" Document (and information) sharing 

" Collaboration 

" User-centered
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http://news.netcraft.com/

≈ 2005 

http://news.netcraft.com
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Daily use of the WWW

! Lots of information, small precision 

! None or little knowledge (and a lot is implicit!) 

! Search engines very susceptible to the vocabulary and language, and 

keyword based 

! Information is dispersed and not related 

! Big difficulty in finding information contained in databases and multimedia 

contents 

! Extraction of information via “cut-and-paste” 

! One needs to read and know the context
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Web of Documents

! Most of today’s Web content is designed and appropriate for human 

consumption  

! Even Web content that is generated automatically is usually then processed and 

presented without the original structural information (e.g. from databases) 

! Typical Web usage of today needs people 

" for seeking and making use of information, 

" searching for and getting in touch with other people, 

" reviewing catalogues of online stores and ordering products by filling out forms, … 

! A Web in machines, for humans’ usage
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Planning a trip

! One has to consult several sites, with different styles, 

purposes, languages, ... 

! Mentally integrate the data and understand it 

! Apply personal preferences 

! How could we do a program to perform such a task? 

! Note that those pages most likely are already based in 

structured data, but one can’t access it (easily)
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Querying the Web
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Querying the Web
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Querying the Web

64

2018 2021



 DM Introduction - 

Querying the Web
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Querying the Web
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Querying the Web
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Querying the Web
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Querying the Web
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Querying the Web

73

2021



2021



DM Introduction - 

Querying the Web

! Search engines are great! 

" for keyword search 

" improving its “understanding” capabilities for more complex “natural 

language” queries 

! What if we want to make more elaborate queries?  

" Similar to what you may do in databases. 

! What about very specialized queries? 

" E.g. in specific domains (e.g. protein structures) 

" Again similar to those to databases.
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The Semantic Web Vision

“I have a dream for the Web [in which computers] become capable of 

analyzing all the data on the Web – the content, links, and transactions 

between people and computers. A ‘Semantic Web’, which should make this 

possible, has yet to emerge, but when it does, the day-to-day mechanisms 

of trade, bureaucracy and our daily lives will be handled by machines 

talking to machines. The ‘intelligent agents’ people have touted for ages 

will finally materialize.” Tim Berners-Lee, 1999
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A Web of Data

! What we need is a Web of (raw) Data? 

! Use the linked data in the same way we do with linked documents 

" be able to link data independently of presentation 

" use the data to query it, present it, mine it 

" have data in a machine processable format
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RDF and RDF Schema

SPARQL 

Linked Open Data 



The Linked Open 
Data Cloud



The Linked Open 
Data Cloud



DBpedia
DBpedia is a project whose 
objective is to extract structured 
content from Wikipedia's 
information.



 DM Introduction - 

Further Reading and Summary

81

Q&A
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Further Reading and Summary
! What you should know: 

! A first understand of what is BigData, its main characteristics, and the main 

challenges 

! Understand the examples of digital footprint from the second video Martin Hilbert 

! What is about the CAP theorem and its implications 

! understand the NoSQL quadrants and the motivation for each one
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